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With the advent of quantitative tools for measuring gene expression in single cells, researchers have made the discovery that in many contexts, messenger RNA and protein levels can vary widely from cell to cell, often because of inherently stochastic events associated with gene expression. The study of this cellular individuality has become a field of study in its own right, characterized by a blend of technological development, theoretical analysis, and, more recently, applications to biological phenomena. In this review, we focus on the use of the variability inherent to gene expression as a tool to understand gene regulation. We discuss the use of variability as a natural systems-level perturbation, its use in quantitatively characterizing the biological processes underlying transcription, and its application to the discovery of new gene regulatory interactions. We believe that use of variability can provide new biological insights into different aspects of transcriptional control and can provide a powerful complementary approach to that of existing techniques.

INTRODUCTION

Why do cells differ from each other? Traditionally, researchers thought that the differences between cells resulted from genetic differences or environmental differences. Increasingly, however, single-cell measurements have revealed that even genetically identical cells in homogeneous conditions can display dramatic fluctuations in their levels of gene expression. Such fluctuations manifest at the level of messenger RNA (mRNA) and proteins, often owing to the inherent randomness of the biochemistry associated with transcription and translation. Experiments in a host of organisms have shown that this phenomenon is widespread, manifesting in bacteria, yeast, and in a variety of metazoan cell types, and the field is known for the application of ever more sophisticated methods for making precise measurements of gene expression in single cells. Next, researchers took to exploring the biological consequences of this variability, showing that in some cases, cells exploit noise to generate phenotypic heterogeneity, whereas in other cases, gene regulatory networks appear to be constructed in such a manner as to minimize the effects of noise. Such findings are particularly relevant to fields such as stem cell and cancer biology, where experiments suggest that the widespread cellular heterogeneity observed in these systems may have implications for cell fate specification and disease.

A relatively underexplored topic in the field, however, is the use of variability in gene expression as the basis for characterizing and understanding gene regulation. In principle, the idea is rather simple: a regulatory interaction between two genes would manifest itself as a correlation or anticorrelation in their output. For example, if gene A encoded a transcription factor that repressed the expression of gene B, then one might expect that expression of gene A would be anticorrelated with expression...
from gene B, meaning that cells high in A would then be low in B and vice versa. This ‘fluctuation-correlation analysis’ can be used to quantitatively characterize such interactions without artificially perturbing the system using drugs or other disruptive agents. Additionally, such single-cell techniques can be used to characterize the biophysics of cellular processes such as transcription, or alternatively, as a tool for discovering new—and often unexpected—interactions. In this review, we explore some progress researchers in the field have already made along these lines, and some potential directions for future research in this area.

VARIABILITY AS A NATURAL PERTURBATION

A central goal of systems biology is to take qualitative descriptions of biological processes and determine their quantitative characteristics. For instance, in the case above, even if we know that transcription factor A represses the transcription of gene B, understanding how this interaction fits into the larger context of the cell requires that we know quantitatively how the transcription of gene B depends on the concentration of transcription factor A (Figure 1(a) and (b)). The current approach to this problem involves systematically perturbing cells through overexpression or knockdown of a set of genes, among other techniques. However, the naturally occurring cell-to-cell variability in mRNA and protein levels serves as a proxy for these artificial perturbations, and can provide a means by which one can make such quantitative measurements. (It is important to note, however, that single-cell measurements, especially those measuring fluorescence intensity, can be prone to technical noise. It is crucial for investigators to check for systematic errors in their measurements to be sure that the variability measured is of biological relevance and not due to measurement noise).

Such approaches have in particular shed light on the interplay between cell-to-cell variability and gene regulatory interactions in cell fate specification, often providing striking quantitative insights into longstanding questions in these fields. One particularly remarkable example is a recent analysis of the lactose utilization circuit in Escherichia coli. This gene network exhibits a strong positive feedback in that the production of even a small amount of lactose permease can cause gratuitous inducers (such as isopropyl beta-D-1 thiogalactopyranoside (IPTG) or thio-methylgalactoside (TMG)) to enter the cell, thereby increasing the production of lactose permease, eventually causing the cell to switch to a lactose-utilizing phenotype. However, the exact amount of lactose permease required to trigger the positive feedback has long been unresolved. Using cutting edge microscopy methods that enabled them to count individual lactose permease molecules in single living cells (Figure 1(c)), Choi et al. explicitly quantified this threshold by taking cells randomly expressing lactose permease at a range of different levels and seeing which ones triggered the positive feedback when they added inducer to the system (Figure 1(d)).

In metazoan developmental systems, researchers have utilized other methods for quantifying gene expression to measure expression variability and its relationship to phenotypic variability. In Caenorhabditis elegans, we used quantitative RNA fluorescence in situ hybridization (RNA FISH) to demonstrate that mutant organisms can display large variability in the expression of key transcription factors, and that the mutant phenotype itself is dependent on whether the expression of this transcription factor fails to exceed a certain threshold. (We have also used similar tools to arrive at comparable findings in bacterial differentiation.) In both of these cases, it would be difficult if not impossible to quantitatively make the perturbations required to quantify these thresholds with conventional means, especially in multicellular systems.

Far from being a mere numerical curiosity, the identification of the exact value of the threshold has important implications for how such systems must be constructed. For instance, were the lactose utilization circuit triggered by the production of even a single lactose permease molecule (as had been hypothesized for some time), the prevention of spontaneous lactose utilization in the cell would require exquisite and absolute control over the expression of lactose permease. Similar arguments could be made with respect to developmental networks in metazoans. We believe that measuring these numerical characteristics of gene regulatory networks will contribute greatly to our understanding of the design principles underlying these crucial processes.

Another important use for such methods is in the quantitative characterization of new and relatively unexplored gene regulatory mechanisms, such as control of gene expression via microRNA (miRNA), which are thought to alter translation and RNA stability or, more recently, long noncoding RNA, which appear to regulate gene expression via a host of mechanisms, including epigenetic. Despite the intense excitement over the potential for new biology in these fields, it has often proven difficult to quantify their behavior via conventional means, especially
in the case of long noncoding RNA, whose modes of action often preclude standard perturbations. In such cases, variability in gene expression provides a natural means to measure the relevant interactions. For instance, recent quantitative studies of miRNA\textsuperscript{15} and small RNA\textsuperscript{16} function have harnessed natural variability to quantitatively map out the interaction between miRNA and its target mRNA, revealing that miRNA activity can lead to threshold-like gene expression behaviors. In the case of long noncoding RNAs, a few new studies are exploring quantitative aspects of their regulatory function\textsuperscript{17,18} in one case showing that even just 10 molecules of a long noncoding RNA can lead to very sharp downregulation of the target gene.\textsuperscript{17} It is interesting to note that studies on bulk populations have often found that the effects of miRNA and long noncoding RNA are relatively modest compared to that of more conventional regulatory mechanisms such as transcription factor binding, but it is possible that the effects are actually more striking but are not readily apparent at the population level.\textsuperscript{17}

How does this approach compare to the standard methods for quantifying gene regulation, such as inducible expression, RNA knockdown, and transgenic overexpression? In many ways, we view these approaches as complementary, and indeed, combining intrinsic variability approaches with standard methods can lead to new insights, particularly in higher eukaryotes. The benefits of using variability stem primarily from its ‘perturbation-less’ quality: the abundances of the molecules in question are at their physiologically relevant levels, there are no nonspecific effects, and they do not...
require time-consuming or complex (or intractable) genetic manipulations. Conventionally, in mammalian cells, the standard methods for changing levels of gene expression are RNA knockdown (via small interfering RNA(siRNA), small hairpin RNA(shRNA), antisense oligonucleotides (ASO), RNAi, or morpholino, among other methods) and transgenic overexpression (with other new methods under development\textsuperscript{19,20}). The former methods often suffer from the fact that they afford little control over the degree of knockdown (not to mention a lack of specificity), and single-cell analyses often reveal that the level of knockdown can vary wildly from cell to cell.\textsuperscript{17} Meanwhile, transgenic overexpression usually results in expression that exceeds endogenous levels by significant margins unless great care is taken to ensure that expression does not exceed normal levels, and even then, transgenes are notoriously variable in their expression from cell to cell. Of course, the benefit of these perturbations is that the results can establish a clear direction of causality: whereas correlations merely indicate that genes covary and may potentially regulate each other, knockdowns and overexpression can reveal which gene regulates which. Ultimately, we believe that using the variability inherent to RNA knockdown and transgenic overexpression can actually serve to help elucidate further information from these perturbations. For instance, in a recent study,\textsuperscript{17} ASO-mediated RNA knockdown of a long noncoding RNA in mouse embryonic stem(ES) cells yielded only marginal effects on a putative target gene at the population level, but a single-cell analysis showed that the effects were actually much larger in the specific cells affected. We anticipate that studying knockdown and overexpression at the single-molecule level will result in a much more nuanced and detailed interpretation of such experiments.

It is important, however, to note that using variability to characterize gene regulatory interactions may not work in every situation. First and foremost, it is entirely conceivable that the expression of the gene in question does not vary enough to provide sufficient sampling. This is likely the case for many ‘housekeeping’ genes,\textsuperscript{21} among others; in such situations, there may be enough variability to potentially confirm an interaction, but perhaps not enough to characterize it. Also, it is possible that variability in the upstream component of the system does not transmit to the downstream component, because of noise buffers, as strikingly demonstrated in a recent study.\textsuperscript{22} Finally, we note that much care must be taken in making and interpreting such measurements, in particular controlling for extrinsic global factors in variation such as cell size.\textsuperscript{23–25}

### VARIABILITY FOR BIOPHYSICAL CHARACTERIZATION

One can also use variability as a means to extract more details about the various biochemical processes involved in gene expression.\textsuperscript{5} An illustrative case study is that of transcription, specifically, transcriptional bursts. One of the main conceptual contributions of the cell-to-cell variability field to our understanding of transcription is the finding that many genes (if not the vast majority in higher eukaryotes) transcribe in a pulsatile fashion, with even ‘constitutively expressed’ housekeeping genes remaining transcriptionally inactive much of the time and only occasionally transcribing several mRNA in rapid succession (constituting a ‘burst’). Early studies using fluorescent protein reporters hinted at this sort of behavior,\textsuperscript{26} and quantitative RNA imaging studies confirmed the existence of bursts.\textsuperscript{27–31}

Inserting the notion of bursting into the field of transcriptional regulation has led to a more nuanced framework within which to understand how the biochemical underpinnings of transcriptional regulation manifest themselves. Previously, when researchers uncovered a mechanism governing the degree of transcription of a gene (e.g., binding affinity of a particular transcription factor), the only discernible change would be to the mean level of transcription. Now, one can consider whether changes to the binding affinity of said transcription factor changes the mean by altering, e.g., burst frequency or burst size. Indeed, experiments measuring burst size and frequency via RNA FISH have shown that modulating various types of transcription factors and promoter elements can differentially affect burst size and frequency.\textsuperscript{29,30,32,33} (A particularly striking study of several genes in bacteria suggests that transcriptional bursting scales solely with the mean abundance of the transcript, and is primarily independent of other factors.\textsuperscript{34}) Such results suggest that these different perturbations affect the transcriptional process in different ways, leading one to make more specific biochemical interpretations. For instance, many researchers believe that transcriptional bursts are a consequence of or otherwise related to chromatin remodeling and modification; thus, changes to burst frequency may be related to the degree to which the perturbation in question is involved in chromatin remodeling. Researchers will have to make more progress, however, to make the links between the biochemistry and the more operational characteristics of transcriptional burst frequency and size more explicit.

Biologically, the next step is to link the modulation of transcriptional bursts to actual
biological outcome. One study has shown that modulating transcriptional bursts can actually qualitatively affect the behavior of a gene network, and we expect more such examples in the future; indeed, it is likely that bursts underlie the variability observed in developmental systems. Meanwhile, a host of new methods, including single-nucleotide discrimination for allele-specific expression and live imaging methods, are likely to bring a new level of clarity to experimental results.

There are several other aspects of transcription that may benefit from the more detailed measurements that variability in gene expression affords. Good examples include transcriptional pausing, in which a polymerase remains ‘poised’ near the transcriptional start site, which is thought to facilitate rapid transcriptional activation. It is unclear how these pausing mechanisms influence the kinetics of transcription at the level of bursts. Other examples in which measurements of cell-to-cell variability reveal something about the mechanisms include the way in which a transcription factor regulates transcriptional and translational bursting.

VARIABILITY AS A TOOL FOR DISCOVERY

In the preceding examples, we have described situations in which one uses variability to characterize known interactions. However, variability can also aid in the discovery of new interactions, essentially through a process of identifying correlations and anticorrelations in the natural variability of a large number of different molecules. This is a nascent area of investigation, largely owing to the relatively recent development of the tools required for making measuring the expression of hundreds or thousands of genes at the single-cell level. Here, we report a few such efforts, primarily organized by methodology.

One of the workhorse tools for studying cell-to-cell variability in gene expression is the use of fluorescent proteins, which provide robust measures of protein levels in single cells. In organisms amenable to facile genetic manipulation such as E. coli and, in particular, yeast, researchers have now constructed libraries of strains in which they have engineered large numbers of genes such that the resultant proteins are fused to particular fluorescent reporters, and have even measured variability in a genome-wide manner. A particular technique to measure variability involves creating yeast strains with pairs of genes labeled by distinguishable fluorescent reporters and looking for correlations between these genes. Using this method, the El-Samad group revealed several regulatory interactions between sets of genes, showing further that sets of genes with related functions tend to cofluctuate in ‘noise regulons’, all without making any perturbations to the cell itself. The Alon group has also made progress in applying such methods in mammalian cells through an approach they call dynamic proteomics, in which they generate a panel of cell lines, each of which has green fluorescent protein (GFP) fused to a specific gene (akin to a gene trap). In a remarkable example of the utility of their method, they showed that variability in the expression of particular genes is correlated with whether or not certain cells respond to chemotherapeutic drugs. In this situation, of course, it is impossible to say which genes are actually responsible for the cellular phenotype (as opposed to merely being associated with it), but such an analysis can greatly narrow the scope of genes one may consider for further study.

Another approach to using variability for discovery-based applications is to leverage our increasingly sophisticated genomic and image-based tools for high-throughput measurements in single cells. In one incarnation, this involves the sorting of cells into high- and low-expressing subpopulations of a particular gene and then performing comparative expression profiling in these two cases. This method identifies genes that either correlate or anticorrelate with the gene of interest, potentially revealing previously undiscovered regulatory interactions. Researchers have applied such techniques in stem cells, in which case many believe that the notion of gene expression heterogeneity is central to the biology of the cell. However, one must take care in applying this approach to control for effects of population dynamics, which may account for some of the observed variability.

At the same time, the steady march of biotechnology has lead us to the point where we are increasingly able to interrogate large numbers of genes simultaneously within a single cell, potentially greatly expanding the scope of fluctuation-correlation-based regulatory interaction identification. Such methods typically fall into two categories: image-based, which have high resolution and accuracy but are typically limited to tens to hundreds of genes, and single-cell RNA sequencing methods, which provide genomic-level analyses, but are still in their infancy. Image-based methods involve trying to increase multiplexing beyond the standard three to four fluorophores one typically uses in fluorescence microscopy, either
FIGURE 2 | Multiplex imaging-based approaches for measuring the expression of multiple genes at the same time in single cells. (a) Color-coding and barcoding approaches currently enable the measurement of up to 32 genes simultaneously in yeast. (b) Expression profiles of 32 genes in single cells cluster into distinct categories of genes. (a and b: Reprinted with permission from Ref 55. Copyright 2012). (c) Simultaneous measurement of transcriptional activity of 20 genes on chromosome 19 in primary human cells. (d) Correlating the transcriptional activity of the 20 genes on a per-chromosome basis revealed a strong anticorrelation between two genes separated by roughly 14 Mb. (c and d: Reprinted with permission from Ref 56. Copyright 2013 Nature Publishing Group)

through color-coding or now barcoding methods. The most successful such methods to date involve RNA FISH,7,52 and include transcriptional measurements53 and now single transcripts,14 with perhaps the most spectacular example from Lubeck and Cai,55 which utilized super-resolution microscopy to identify 32 genes simultaneously in single cells (Figure 2(a) and (b)). The latter two studies revealed categories of genes that appeared to be coregulated just by examining the correlations between the panel of genes in single cells. Another example is a recent study from our laboratory in which we measured transcription of 20 genes by imaging transcription directly from individual chromosomes56 (Figure 2(c) and (d)). Using this method, we found a striking anticorrelation between two genes (RPS19 and ZNF444) at the single chromosome level, meaning that if a chromosome is transcribing one of these genes, the other gene
interaction was occurring in cis to the chromosome. Thus enabling us to unambiguously assert that the interaction was occurring in cis to the chromosome.

One limitation of single-molecule methods, however, is that they are generally rather laborious and technically difficult to perform, typically precluding the ability to interrogate the entire genome in such a manner. Other without such limitations typically involve scaling down conventional genome-scale methods for expression profiling like RNA sequencing\(^{57}\) and multiplex real-time polymerase chain reaction (RT-PCR)\(^{58-60}\) to the point where one can perform them on single cells. Such methods can provide a picture of the genome in single cells, greatly enhancing the scope of the correlations one can measure. It is still an ongoing process to determine the accuracy and sensitivity of these methods, especially because they typically involve amplification steps, but they have the potential for producing comprehensive data that can reveal interactions at a very broad scale. With the rapid decrease in sequencing costs, we believe this will prove to be a hugely useful tool in extending the power of fluctuation-based methods of analysis.

It is worth noting that most of these methods thus far focus on quantifying nucleic acids, specifically RNA, to quantify gene expression. Currently, most comprehensive efforts\(^{21,43,46}\) utilize libraries of cell lines, each with a single gene labeled. Such a scheme makes it difficult to measure single-cell correlations between genes. Moreover, such methods only work in organisms in which genetic manipulations are relatively facile. The development of single-cell proteomics would mark a huge advance in the field.

What are the advantages and limitations of fluctuation-correlation analysis for discovering regulatory interactions compared with conventional methods? The primary advantage is that it is generally nonperturbative, and the main disadvantage is that it cannot define any arrow of causality. In mammalian systems, one of the most common ways to check for downstream targets of a regulatory gene is to knock it down via siRNA or the equivalent. One of the main issues with such treatments, however, is that they often have many off-target effects, and so if one pursues a genomic-scale analysis after knockdown, one will obtain a large number of false-positive interactions. We believe that the use of fluctuation-correlation analysis can nicely complement the use of knockdown methods to help identify and characterize interacting genes. First, one can cross-check all the genes identified via fluctuation-correlation analysis and those identified by knockdown to eliminate those genes that are likely off-target effects of the knockdown treatment. Second, knockdown treatments will generally affect genes downstream of the gene of interest, whereas fluctuation-correlation analysis identifies both upstream and downstream (and coregulated) genes. Thus, in a coherently fluctuating set of genes, one could potentially begin to characterize where in the gene network the gene of interest resides.

Meanwhile, as the ability to profile expression in single cells increases, so will our ability to identify not just the networks associated with a particular gene, but rather entire regulatory clusters of genes in an unbiased way.\(^{24}\) Currently, the methodology people employ is akin to ‘guilt by association’,\(^{61}\) in which researchers accumulate several different large-scale sets of gene expression data across a large number of perturbations or cell types and look for cofluctuating genes. In a sense, this is similar to fluctuation-correlation analysis, but it is likely that the interactions identified by fluctuation-correlation analysis will be more specific; for example, single-cell analysis can reveal regulatory interactions that are in fact opposite to those detected at the population level upon global perturbations.\(^{17}\) As with knockdown experiments, though, we anticipate that combining perturbation-based guilt by association methods with fluctuation-correlation analysis\(^{23}\) has the potential to greatly enhance our understanding of gene regulatory networks.

**CONCLUSION**

The past decade has seen an explosion of interest in single-cell analysis, and it is now broadly accepted that superficially similar cells can display dramatic cell-to-cell differences in the expression of key genes. We believe that this variability affords an opportunity to not only characterize known interactions and properties of gene expression but also to discover new interaction networks and mechanisms of gene regulation in ways that complement existing methods. As we develop ever more sophisticated measurement techniques, single-cell methods using variability will no doubt become increasingly important in the toolkit of molecular biologists in the coming years.
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